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Kurzfassung

Durch den rasanten Fortschritt von Virtual Reality Hardware sind diese Technologien keine
Nischenprodukte mehr. Gemeinsam mit dem erheblich erleichterten Zugang zu offenen Geo-
daten, haben sich neue Méglichkeiten flir die prozedurale Visualisierungen erdffnet, wobei
die Technologien Virtual Reality und GIS (VRGIS) kombiniert werden. In dieser Bachelorar-
beit wird eine prototypische Implementierung einer modernen VRGIS Software prasentiert,
dabei werden unter anderem Konzepte zur Bewegung, Orientierung, sowie Visualisierung von
Daten vorgestellt. Durch die Programmierung mit der Game Engine Godot, sowie OpenVR
ist die entwickelte Software fast ausschlieBlich mithilfe von open-source Lésungen entwickelt
worden. Wie auch bei klassischer GIS Software liegt das Augenmerk auf Landschafts- und
Raumplanung. Dabei soll VRGIS vermehrt den Kommunikationsprozess vereinfachen. Um die
moglichen Vorteile, Nutzer und Anwendungsgebiete von VRGIS zu verstehen wurden insge-
samt sechs Experteninterviews durchgefihrt. Die Fragen fokussierten sich auf die folgenden
Gebiete:

» Der Arbeitsablauf des Experten

Potentielle Tools/Vorteile von VRGIS

Erfahrungen im Bereich 3D/VR in GIS

Erfahrungen im Bereich open-source Software und open-Data

Die Wichtigkeit von GIS um Forschungsergebnisse zu kommunizieren

Gemeinsam mit einer umfassenden Literaturrecherche zeigten sich dadurch auch véllig neue
Gebiete wie historische Landschaftsvisualisierung, virtueller Tourismus, oder Notfalltrainings.

Schlagworte: Virtual Reality, GIS, Open-Source, Geodata



Abstract

Due to the rapid progress of virtual reality hardware, these technologies are no longer niche
products. Together with the much easier access to open geodata, new possibilities for proce-
dural visualizations have opened up, combining Virtual Reality and GIS (VRGIS) technologies.
In this bachelor thesis a prototypical implementation of a modern VRGIS software is presented,
including concepts for movement, orientation and visualization of data. Due to the programming
with the game engine Godot, as well as OpenVR, the developed software is almost exclusively
based on open-source solutions. As with classic GIS software, the focus is on landscape and
spatial planning. VRGIS is intended to simplify the communication process. To understand
the possible advantages, users and application areas of VRGIS, six expert interviews were
conducted. The questions focused on the following areas:

» The workflow of the expert

Potential tools/benefits of VRGIS
» Experiences in the field of 3D/VR in GIS

» Experiences in the field of open-source software and open-data

The importance of GIS to communicate research results

Together with a comprehensive literature research, this also revealed completely new areas
such as historical landscape visualization, virtual tourism, or emergency training.

Keywords: Virtual reality, GIS, Open-source, Geodata
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1 Introduction

1.1 Historical Background

The idea of using maps as forms of spatial information analysis existed even before the rise of
computer-aided Geographic Information Systems. John Snow’s cholera map is often given as
the starting point for spatial analysis [1]. In 1854, when an outbreak of the cholera occurred, it
was believed that the disease was spread by air. In the same year, the English Dr. John Snow
decided to map the locations of the outbreak. An emerging pattern proved that the disease was
indeed not airborne but waterborne, and more specifically, spread by an infected water pump.

From today’s perspective, systems for the analysis of spatial data are indispensable. Accord-
ing to [2] nearly 60% of all information can be categorized as spatial, furthermore 80% of all
decisions in economy and administration are made on basis of spatial data [3]. In order to be
able to visualize such large amounts of data, many applications have been developed. The
umbrella term for those applications is Geographic Information Systems (GIS).

Geographic information systems emerged in the 1960s, with the Canada Geographic Infor-
mation System as the most influential one [4]. Since that, hard- and software have rapidly
advanced, became more accurate and a variety of different models and methods for the anal-
ysis and visualization of data were developed. With technologies like Google Maps and Open-
StreetMap (OSM), everyone with access to a computer and the internet can contribute and
investigate geodata. With technological progress, three-dimensional (3D) environments in GIS
played an increasingly important role from the 1990s onwards [5]. This also made the use of
virtual reality technologies possible.

The computational concept of virtual reality (VR) has existed for almost equally as long as
GIS, with one of the first wider-scaled researches done in 1965 [6]. In the last decade especially,
technologies for VR have continuously become more practical and affordable. [7] highlights the
year 2016, where many major players released new devices, as being a particularly important
one in the VR industry.

From cheaper devices like the Google Daydream View VR [8] (which has been discontinued
three years later [9]) that work with mobile devices, to high-end devices from Valve, HTC (Vive)
[10] and Oculus (Rift) [11], a wide spectrum of technologies and applications for users emerged.
Moreover, the HoloLens by Microsoft was released [12], a professional tool for using augmented
reality. Where augmented reality (AR) and virtual reality are closely linked to each other, AR
works with merging real-life elements with virtual elements, while VR builds a purely virtual
computer-simulated artificial 3D environment (VE). Most frameworks for developing software
with VR or AR are targeting both areas under the tag AR/VR or extended reality (XR). Because



of their close connection, elements of ARGIS are also mentioned in this thesis, although this
paper’s aim was to research VRGIS.

New VR inventions have also shown progress in standalone devices that do not require an
external PC, as demonstrated by the Oculus Quest [13].

One of the reasons for these rapid developments in VR is the driving force of the gaming
industry:

[...] [VR technologies] rapid development is paid for by the video gaming and other
entertainment industries, and they are steadily becoming more powerful, more ubiq-
uitous, and more affordable [14].

Considering low-cost hardware as well as the easy usability and the ubiquity, the barriers for
using VR will be reduced [15], one can expect that many users will have access to VR technolo-
gies. Thus, we will probably see VR in a wider scope and in various applications in the near
future. One emerging field could be the combination of the above-mentioned technologies, VR
and GIS (VRGIS).

VRGIS goes back more than two decades, the first documented paper on the topic found for
this research is dated back to 1995 [16]. A definition by [7] indicates that VRGIS is specified
by integrating three-dimensional and internet-oriented GIS, adopting VR interaction systems
and establishing a virtual environment (VE). In short "VR can be seen as the uppermost level
in a ladder that starts with the traditional 2 dimensional map [17]." Procedural visualization
techniques have been steadily improved since the beginning of VRGIS, graphic processing
units (GPUs) are more efficient and data is easier accessible. All these factors are resulting in
a new level of immersive virtual environments.

As suggested in [18], there is only a limited number of applications that can benefit from an
immersive VR environment. The answer to whether VRGIS can benefit from an immersive VE,
has already been answered (as discussed in chapter 5). Although there is clear evidence that
VRGIS is highly beneficial for a wide area of applications, software for the end-consumers is not
yet available. No research examining potential user groups that would benefit from a wide-scale
introduction of the technology nor of possible areas of application could be found. Moreover, as
of now there is only a small number of studies concerned with the functionalities and application
areas for geodata virtual environments. Also, specific features have not been evaluated yet.

This bachelor thesis will first deal with a literature search in chapter 2, where the state of
the art is described. Subsequently, in chapter 3 the materials and the methodology necessary
for writing this thesis will be outlined. In the next chapter 4 the results of the prototypical
implementation for a VRGIS software will be shown. The results of these developments, as well
as the results of the literature search and the interview results are discussed in the following
chapter 5. Last but not least, in chapter 6 a summary and possible future perspectives are
given.



1.2 Research Background and Motivation

The implemented software presented in this thesis started as a prototypical tool for landscape
visualization in a research project and was named LandscapelLab. The software was further
developed during an internship with the goal to provide a tool that can be used for flexible
and easily accessible 3D and VR presentation. Furthermore, the software was additionally
developed as part of the bachelor thesis on virtual reality applications and GIS.

1.2.1 LandscapelLab

The LandscapelLab is a software that was developed within the research-project ReTour [19]
by the Institute of Landscape Development, Recreation and Conservation Planning (ILEN) of
the University of Natural Resources and Life Sciences (BOKU), Vienna. It was designed for the
purpose of measuring the social impact of renewable energy in tourist regions in Austria, using
participatory planning methods. In order to provide a better understanding of the visual impacts
of renewable energy, VR-technology was used for visualization purposes. In three workshops,
about 15 decision-makers were invited. They were given the task to reach a certain amount of
renewable energy production (in MWh/a) for their respective region. In order to reach that goal,
they had to set up a specific number of wind-turbines and photovoltaic (PV) plants [20]. The
VR-view delivered an impression of what a wind-turbine or PV would look like in the chosen
area. We argue that this approach could be very helpful in resolving conflicts and doubts in
early phases of planning PV plants and wind turbines, since the latter in particular are often
confronted with resistance from different interest groups. However, since many states and/or
regions have very ambitious climate goals, wind turbines are seen as an essential contribution
to reduce climate change effects. The research project ReTour aims to identify the reasons
behind those initial social barriers.

The Landscapelab uses geodata stored in different geo-formats to produce real-time 3D-
landscape renderings using the game engine Godot [21]. Working fully generic, it could tech-
nically visualize the whole world, by providing the according data. Using a REST-API [22], the
client can also communicate with a Python Django server [23] that stores data in a PostGIS-
Database [24]. Different scenarios can be saved there, for instance in the ReTour project the
agreed placement-zones for the renewable energy sources were stored, so they could be eval-
uated later.

Since the users’ reactions were overwhelmingly positive, we wanted to further develop the
software and also find use cases outside the initial research project.

Figure 1 shows ingame footage of the LandscapeLab.



Figure 1: Ingame footage of the LandscapeLab

1.2.2 Personal Background

[, the author of this bachelor thesis, have been working at the LandscapelLab of BOKU Univer-
sity Vienna since May 2019. On a freelance assignment, | mainly worked on gameplay-features
in the Landscapelab, but also made first experiences with the visualization of geodata and VR
technologies. In February 2020 | started a three-month mandatory internship, which also took
place at BOKU. During this internship | continued working with my team on the LandscapeLab
apart from the research project of ReTour.

Since | had gained a lot of experience with this software, | decided to write my bachelor
thesis with the help of the LandscapelLab. This thesis deals with VR in GIS. To be able to show
concrete examples, implementations were realized. These implementations are based on the
3D visualization of the LandscapeLabs. The decision in favour of the LandscapeLab is therefore
not based on objective criteria but on personal bias.

Parallel to this paper, a co-developer, Karl Bittner, puts focus on the visual aspects that are
important for an immersive landscape. The title of his thesis will be General-Purpose Real-Time
VR Landscape Visualization with Free Software and Open Data [25)].

1.3 Research Purposes

The purpose of this qualitative study is to discover potential areas of application and user groups
for VR in GIS. Furthermore, tools and methods are assessed for a most beneficiary synergy
between VR and GIS. Existing tools in that field are mostly closed source. Therefore, this
project seeks to provide a common and open approach by using open-source software. In
addition, requirements and possible barriers and problems for using 3D GIS/VRGIS should be
assessed.

Due to the consequences of the CoViD19 pandemic in the beginning of 2020, a quantitative
part, where the implementations would have been tested and evaluated on the determined user
groups, could not be performed. Further information on future work can be found in the section
6.



This paper aims to answer the following questions:

1. What are the benefits of using VR in the field of geoscience?

2. Which user groups can be reached with VRGIS?

3. What applications and use cases can profit from VR technology?
4. What are barriers and problems for VRGIS?

5. What are the requirements for the use of VRGIS?

For clarification, in this paper, VR will always refer to head-mounted displays (HMDs), as
opposed to other concepts such as the Cave automatic virtual environment CAVE [26]. Ap-
proaches like the CAVE involve equipment of much higher expenses and complexity. Since
one of the driving forces behind this project was the development of an easily accessible and
cost-effective software, such systems are not suitable.

2 State of the art

This project is based on an interdisciplinary research approach, combining geographic informat-
ics with computer science (more specifically VR). First, this chapter provides a quick overview
over the most common and used technologies and methods in each discipline. Second, it de-
scribes the state of the art of this interdisciplinary topic and provides a basic structure for the
subsequent chapters.

2.1 Virtual Reality

Ein VR-System nennen wir ein Computersystem, das aus geeigneter Hardware und
Software besteht, um die Vorstellung einer Virtuellen Realitét zu erzeugen. Den mit
dem VR-System dargestellten Inhalt bezeichnen wir als Virtuelle Welt [27].

translated by the author:

A VR-System is defined as a computer system that consists of appropriate hardware
and software, to produce the immersion of a virtual reality. The depicted outputs of
the VR-system are labelled as the virtual environment.

In this section the key components for common virtual reality will be explained. Moreover,
leading software will be explained and be given an overview of. All implementations done for
this thesis were developed using the Oculus Rift and the Valve Index, therefore the following
sections will focus primarily on these systems. Different devices have not been tested yet.



2.1.1 Requirements

Since VR first became known, many experts have tried to define requirements for a virtual
environment. In the process, the concept of Immersion has come up again and again, as
described in [28] for example. While in games immersion commonly means slipping into a new
role [29], the concept of immersion has a different meaning in other areas [18]. But also other
factors contribute to a better experience in the VE. Put simply, requirements for VR according
to [30] are:

* Immersion
* Plausibility
* Interactivity

Similarly to [18], these requirements will be discussed, to the possible extent, in a separate
point.

In detail immersion refers solely to the objective level of sensory fidelity a system offers, as
opposed to a user’s subjective response to a VR system [30]. Factors defined by [18] that might
have an influence on immersion are for instance:

* Field of view (FOV) and field of regard (FOR)
+ Stereoscopy

+ Display size and resolution

» Frame rate

Furthermore, [18] elaborates on the concept of immersion, it should not be seen as a single
construct but as a combination of multiple components. Instead of the categorizations as either
immersive or non-immersive, an ongoing continuum between those two extremes is defined by
a combination of many components which can benefit the application.

The requirement of plausibility describes the concept of making apparent things appear real,
however as suggested in [30] this plausibility illusion does not require physical realism.

Interaction refers to the possibility to interact with the VE. A more realistic level of interaction
does not automatically define a better VRGIS software. Anyway, interactions should depict a
likely scenario, as stated in [30].

On closer inspection, these concepts cannot be analysed individually in their entirety: Take,
for example, interactivity capabilities and the resolution of displays, closely inspecting an object
may feel unreal as it will not result in the way we are used to in the real world [30]. The low
resolution of the displays might convey a wrong image. Also, plausibility and interactivity are
closely linked to each other; if the user interacts and picks up a virtual object and then drops it,
the process should feel intuitive.

In addition to these common requirements, this research will also define visual fidelity as a
requirement for VRGIS. Since the Landscapelab focuses on the representation of real places,



we argue that the required visual fidelity is a key aspect for orientation in the world that should
be considered as a separate issue. A similar approach has also been suggested by [18].

2.1.2 Rendering

Even in the case of three dimensional (3D) scenes, on the screen, they will be displayed two-
dimensional (2D). In order to find the position of a vertex of a model on the screen, different
transformations have to be applied. This process happens in the geometry stage of the so
called rendering pipeline. One step, the projection transformation, is especially important for
rendering in VR.

To perceive a given set as 3D, various techniques have been developed. The umbrella term
for these techniques is stereoscopic rendering. In short, stereo rendering provides a perspec-
tive image for each eye. Therefore, objects have different positions and angles in each eye
and an individual projection matrix for each eye. These individual images result in a so called
binocular disparity, which the human brain uses to perceive a three-dimensional impression
[31], [32].

Offset Toe-in Off-axis

Figure 2: Projection matrices

The rendering techniques shown in figure 2 depict three different projection matrix pairs. The
first one is defined by a simple offset between two equal projection matrices. As can be seen in
the figure, this results in areas that are only visualized by one matrix, respectively also only by
one eye and are, therefore, a disruptive factor for the user’s feeling of immersion in the virtual
environment.

Another technique, the toe-in projection, simply rotates the two projection matrices equally
to the projection point. As the projections do not use asymmetric matrices, they introduce a
vertical parallax out from the centre of the projection plane, which increases over distance from



the middle.

The off-axis projection uses this asymmetric feature, modifying the values of the matrix for
each eye individually and results in an identical far plane. Thus, appropriate stereo pairs are
created.

Objects in front of the projection plane will be visible on the screen. Objects in front of the
camera are also in front of the projection plane and will not be rendered [33].

2.1.3 Positional Tracking

Positional tracking in VR is a technology that allows movement with the concept of six degrees of
freedom (6DoF), using a combination of both hardware and software. The 6DoF are visualized
in figure 3. Other than rotational tracking, which only captures the yaw, pitch and roll rotations
of the object, positional tracking also stores the position relative to the environment, adding to
the three rotation axes also the translation left/right, up/down and forward/backward. There are
various different techniques for tracking, the most common ones and also the ones used for this
research however, are the lighthouse-tracking by Valve and constellation-tracking by Oculus.

Down

Figure 3: Six degrees of freedom

According to [34], the lighthouse-tracking uses the method of inside-out tracking. Multiple
base stations emit a fan-shaped laser beam 60 times per second. As the optical receivers can
be relatively small, they are mounted on the HMD. The position is measured by evaluating the
time the beam is emitted to when it gets registered by the receiver. A main advantage of this
technique is that it is easier set up and offers more positional freedom due to the independence
of stationed sensors.

The constellation-technique by Oculus on the other hand works by means of the outside-in
method. With infra-red (IR) light-emitting diode (LED) markers placed on top of the controllers



and HMD, it works the other way around: the devices get tracked by the sensors [35]. Newer
techniques were also shifted towards inside-out tracking (Oculus Rift S and Oculus Quest), as
stated in [13]; this decision can be linked to the positional freedom of inside-out tracking.

Most of the modern VR techniques are supported by using inertial measurement units (IMUs),
which as of the state of the art mostly use a gyroscope, an accelerometer, as well as a mag-
netometer. Concepts such as high-speed position tracking would not work without those mi-
crochips [34], [36].

2.1.4 Timewarp/Spacewarp and Reprojection

Judder can drastically reduce immersive feeling in VR. If the rendering pipeline takes too much
time, a frame will be left out and the HMD will repeatedly display the latest picture.

With Asynchronous Timewarp (AWP) and Spacewarp (ASP) by Oculus, rendered images
get warped in a separate computing thread before being displayed. This warp should help
correcting the head motion that happened since the last frame was rendered, in case of the
rendering process not being able to hold up with the HMD’s motion. Further, the time for
computing the transform is not dependent on the scene’s complexity but on the pixel count.
Consequently, the elapsed time is always predictable and the individual thread can securely
supply an image at the according moment. The main goals of warping are to reduce latency and
enhance the frame-rate [37], [38]. SteamVR offers a similar technique with the Asynchronous
Reprojection [39].

At a 90Hz display, both platforms expel the specific frame-rate of a minimum of 45 frames per
second (FPS) to result in a smooth motion [37], [39].

2.1.5 Finger Tracking and Input

The Valve Index released a new system for tracking the fingers: Built-in force sensors can
distinguish between a light touch from a firm squeeze. According to [40], if a user or developer
prefers to use the input system as binary (like the way a button is pressed/released), it is also
possible to assign it this way. The superior finger tracking synergizes especially well with the
skeletal system of OpenVR that can emulate whole gestures in a VE, as described in section
2.1.6. Older concepts like the touch controllers for the Oculus Rift use capacitive sensors for
locating the finger position. These sensors can only detect a touch and will not distinguish the
force of an input.

2.1.6 Software

The most common engines that work with virtual reality are the Unreal Engine, as well as
Unity [41]. Because they are the most popular engines, this thesis will quickly describe their



VR-functionalities. However, since one of the key demands of this research is to provide an
open-source tool, this thesis works with another, open-source engine called Godot.

Unreal Engine

The Unreal Engine (UE) provides in editor VR previews, as well as execution outside of it.
One can enable and disable stereo rendering for HMD devices. Also, the pixel density can be
adjusted to ones needs. Monoscopic far field rendering has been removed as feature, as it is a
deprecated technique (see section 2.1.2 where the modern concept is represented).

Action input system uses the SteamVR Input as of this date. It is argued that the provided
XR input systems are easier for cross-device compatibility and input binding.

Furthermore, it provides a range of tools that make it possible to review performance of
one’s project: namely performance tests, profiling tools and VR profiling interpretations and
considerations.

There is also support for different stereo layers which can be especially useful for user in-
terface (Ul) elements that should not be affected by post-processing or anti-aliasing. In this
technique, a separate texture is sent to the HMD and projected separately from the rest of the
project.

The UE provides a pre-defined feature that allows interaction with objects. It allows attaching
items to the head as well, so they will always follow the direction in which the user is looking.
For loading screens in VR there is a splash screen method which runs on a separate thread, it
can render images or videos and helps masking frame rate issues while the content is loading.
Also, there is an extended guide on setting up a proper VR project, with settings, considerations,
issues and another guide on performance boosting [42].

Unity

Unity offers a whole XR Interaction Toolkit, where alongside cross-platform input and haptic
feedback, line rendering for possible interactions, both in Ul and objects, is provided. Moreover,
there is a predefined locomotion set with teleportation and other prototypes for locomotion. Plu-
gins are available for Oculus (Oculus Quest), Windows Mixed Reality, Google VR and OpenVR.

VR in Unity has settings for both single-pass rendering and multi-pass (traditional) rendering.
Single-pass rendering combines the individual images for each screen to a packed render tex-
ture, which allows the GPU to share culling. Every game object will be rendered in a ping pong
fashion, other than in the multi-pass rendering, where the first eye and then the second eye
will be rendered individually. An extended explanation of single-pass rendering can be found in
[43].

In the game engine, VR-audio spatializers can natively change the way audio is being trans-
mitted and how the audio is tracked based on the distance and the angle between the source
and the listener.
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In addition, VR frame timing has simulation and rendering synchronization in order to keep
the latency as low as possible [44].

Godot

VR in the open-source engine Godot builds solely on plugins, such as OpenHMD, Oculus,
or OpenVR by Valve. Using a node system further explained in section 3.2.2, Godot provides
different VR components such as a camera or controllers. An interface for an ARVRServer
which handles internal requests from the VR components is defined and implemented by the
different mentioned plugins [45].

OpenVR

As stated in the readme [46] OpenVR by Valve is

[...] an API and runtime that allows access to VR hardware from multiple vendors
without requiring that applications have specific knowledge of the hardware they are
targeting. SteamVR is a required runtime for this, and the only closed-source app in
the workflow.

OpenVR works on two layers: On one hand the application-layer (e.g. Godot with a plugin)
and on the other hand on the driver-layer (e.g. a hardware manufacturer like Oculus). A plugin
written on the application-layer will communicate with SteamVR which then will call for OpenVR
on the driver-layer to get specific information about the VR set (e.g. rotation of the HMD).

It offers various interfaces for managing rendering, movement and input. A specifically in-
teresting point is the skeletal input system that allows animating the fingers of the virtual hand
meshes. This skeletal data can be bound to any input action. For the Oculus Rift Touch con-
troller, for example, there is a defined finger position for when the trigger button is touched and
when it is fully released resulting in motion which is depicted in figure 4. This explained phe-
nomenon is even more interesting for controller techniques that track every position difference
of the finger, thus resulting in the proper display of the finger position in the virtual world.

Furthermore, OpenVR can set up the chaperone, or for Oculus the guardian, which shows
a blue grid if the user leaves the predefined playing area [47]. This feature is used for security
reasons in order to prevent bumping into real-world walls or the like.

2.2 Geographic Information Systems

In short, a GIS is defined as follows:

[...] ein Geo-Informationssystem ist ein rechnergestiitztes System, das aus Hard-
ware, Software, Daten und den Anwendungen besteht. Mit ihm kénnen raumbezo-
gene Daten digital erfasst und redigiert, gespeichert und reorganisiert, modelliert
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Figure 4: Skeletal input

und analysiert sowie alphanumerisch und grafisch prdsentiert werden [48].

translated by the author:

[...] a geographic information system is a computer-based system, consisting of
hardware, software, data and it's applications. It allows to register and redact, save
and reorganize, model and analyse, as well as alphanumerically and graphically
represent geospatial data.

Firstly, this chapter will give an overview on the data types and data that are required in order
to create a 3D-visualization of the world. Secondly, it will explain map projections and criteria
for choosing a specific projection.

2.2.1 Data Types

To combine information (non-geographical data) with locations (geographical data), GIS uses
two fundamental data types, raster and vector data. Actually, a GIS application can store a
lot of information associated with a particular location - something that traditional printed maps
barely can. In common GIS applications this usually happens on multiple different layers, which
can also be edited individually.

Raster data are grid values, the individual pixels of an image are the cells of the grid. The
cell size can be defined as wished. A higher resolution results in a lower cell size. Data can be
satellite images, digital elevation models (DEMs) or other measurement data.

Vector data works with the concepts of geometry, defining pairs (2D) or triplets (3D) on a
coordinate system representing points, lines and areas. Data using this format are, for example,
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streets and rivers [49].

2.2.2 Spatial Reference Systems

In reality, the world is neither a perfect sphere nor an ellipsoid. The uneven surface (mountains,
etc.) can be described as a physical model named geoid. To set data objects in a spatial
relation, this geoid must be approximated with the help of a spatial reference system using
a mathematically definable surface. Accordingly the world is approximated as one of those
geometric forms in spatial reference systems. As the globe is not a classic 2D reference system
there is a concept of geodetic datum, which includes information about the geometric form, the
position and the origin. In order to assign geodata to a specific position, a geodetic datum is
necessary. Two different types of coordinates are used in GIS [50]:

» Angular/geographic coordinates: geographic latitude A, geographic longitude ¢ [degrees],
(height)

* Projected/Cartesian coordinates: x, y [m], (height)

Map Projections

Geographic coordinate systems with /at/lon are not suitable for calculations and measurements.
For these purposes, Cartesian coordinates are used. These require a projection of the globe
to a flat map, using a projection surface. The most common surfaces are shown in figure 5:
Cylinder (cylindrical), cone (conical) and plane (azimuthal).

=

Figure 5: Map projections
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No map projection can be done without any form of distortion, thus the cartographer has
to choose which characteristics should be shown accurately. Depending on the size of the
depicted area and the chosen projection, distortion can vary between being barely measurable
to being visually apparent. According to [51] the main criteria for choosing a certain projection

are:

1.

Area: Consider a point with a radius of x. On an equal-area projection with fidelity of
area, this radius on any coordinate pair of the map will match the exact same size of the
actual world. On the one hand, shapes, angles and scales must be distorted. Parts of an
equal-area projection, on the other hand, can maintain a close to, or even correct display
of these characteristics.

Shape: A conformal projection ensures the local scale in every direction of a point is cor-
rect. Large areas will still be distorted, however, its smaller features are shaped correctly.
Areas can be larger or smaller depending on the location. Along selected lines such a
projection can remain a correct size.

Scale: It is not possible to show scale accordingly throughout the entirety of a map, how-
ever there can be certain lines on which the scale remains correct. Depending on the
size of the mapped area and the chosen projection, the errors might still be substantial. A
projection that shows true scale between two points is called equidistant.

Direction: These projections belong mostly to the group azimuthal which will show direc-
tions of all points on the map correctly with respect to their centre. One of the following
characteristics can be chosen together with azimuthal projections: equal-area, conformal
or equidistant.

Special characteristics: There are some map projections that have special features that
no other projection offers. In the Mercator projection, for example, all loxodromes or lines
with constant direction are shown as straight lines.

To sum up:

It cannot be said that there is one "best" projection for mapping. It is even risky
to claim that one has found the "best" projection for a given application, unless the
parameters chosen are artificially constricting [51].

While one might think that 3D-visualizations enable the possibility to move away from map
projections as was stated in [4], common game-engines themselves work with Cartesian coor-
dinates thus making it hard to work with spherical visualizations. Therefore, the concept of map
projection is still used in our software and has to be considered.
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2.3 Virtual Reality in Geo Information Systems

As mentioned before VRGIS, exists since more than two decades and "VR can be seen as the
uppermost level in a ladder that starts with the traditional two-dimensional map [17]."

In this section historical figures about the application fields of VRGIS will be explained. In
addition, the state of the art will be presented by providing examples.

2.3.1 Application Fields

[17, Figure 2] gives in depth data for the beginnings of VRGIS up until the year 1998. The
paper mentioned eight research areas in which VRGIS has been approached since then and
their respective share. The values are visualized in figure 6.

Urban and Regional Planning

Environment

29 %
22 %
\ %
% / Ecology
. 18% 6% Education
1o O
o
Data Visualization Archaeology
| GIS
Military

Figure 6: Virtual Reality and GIS projects by research area (1998), derived from [17, Figure 2]

Quickly summarized the research areas in figure 6 are defined as follows: Firstly, for urban
and regional planning, projects that put emphasis on assessing planning schemes and open the
possibility for communication among the planners are counted. Environmental visualizations
focus on the impacts of planned environmental changes, for example forests or abstract data
like air pollution. Data visualization refers to data visualized in a georeferenced framework,
while VRGIS in military has the aim to enable a virtual rehearsal of future manoeuvres. GIS in
VRGIS refers to the progress of the science itself. Further, archaeological modelling has the
objective to reconstruct historical landscapes and structures. In the field of education, focus
is put on virtual field courses for distant or hardly accessible places. Lastly, ecology refers to
environmental modelling, for instance the accurate display of flora.
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2.3.2 Examples

Paper [52] provided an interface for interaction with maps in virtual reality, features like panning
and zooming were implemented using two interaction techniques: body-based and device-
based, which are further elaborated in section 4.2. The geodata in this example is visualized on
a classical 2D map inside a VE. The Landscapelab improves the use of geodata for a complete
3D visualization compared to a simple 2D representation of a map. Thus, the visualizations
conducted in this paper will not be set as an example.

As claimed by [53], the potential areas of application for VRGIS are in urban planning,
tourism, real estate presentation, personal navigation, or cultural heritage documentation.

A statement that is supported by [7]:

Thanks to its powerful immersive visualisation approach, the platform can be used
to better engage with, and collect the opinion of, stakeholders and citizens/commu-
nities about any proposed future city plans affecting the places they live and work
in.

Examples of possible areas of application include among others, the testing of neighbourhood
walkability (pavements, cycle tracks and other paths), or city and street noise emulation using
3D spatial audio. Further investigation of possible areas of application will follow in chapter 5.

Similar research designs can be found in Syn[En]ergy, a project for researching potential syn-
ergetic effects of photovoltaic applications in urban free spaces. Case-studies were supported
by VR visualizations, providing 360-degree panoramic view of the targeted areas. Other than
the Landscapelab, this project worked with pre-modelled areas [54].

An example that procedurally generates 3D-visualizations and offers VR features is Bio-
sphere3D by Zuse Institute Berlin and Lenné3D. Lenné3D is a German company which fo-
cusses on visualizing spatial shifts, not only offering the software but services such as informa-
tional events as well [55]. Similar to the Landscapelab, it uses different geodata (as explained
in section 3.2.1) to render a world on the fly [56] and has it’s roots in a research project. In
contrast to the software used for this thesis, it uses a spherical terrain model.

VRVis, a research centre in the field of visual computing, proposed another tool for geospatial
visualization: the GEARViewer. The technologies presented in [57] were inter alia designed for
traffic infrastructure projects. Consequently, apart from the visualization with geodata, other
features involve path-based vehicle animation and a time system, including environment time
(e.g. sun position) and animation time (e.g. simulated vehicle speed position). No support for
VR-interfaces has been mentioned, however.

One of the most developed VRGIS-applications found for this research is the CityEngine by
ESRI. ESRI, short for Environmental Systems Research Institute, is an international supplier
for GIS software. As described in [58], the CityEngine is a software for generating 3D urban en-
vironments. Using a procedural modelling approach, it shows similarities to the LandscapelLab
[59]. As of now the CityEngine offers three possibilities for using XR (extended reality):
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Firstly, it can export and import GIS and 3D data to ArcGIS 360, an application mainly built
for light-weight mobile devices. The user should then be able to look at their urban planning
designs in a first-person perspective using a mobile device and a VR-smartphone-headset.

Secondly, it offers CityEngine VR experience, which uses a common XR pattern: a tabletop
visualization. Instead of being in the city, the city itself is rendered on top of a table and can be
interacted with from there. This tabletop-view is showcased in [60]. This feature is supported
both in VR and AR, where in AR instead of being rendered fully in a VE, the city can be displayed
on areal table. In the VR showcase, the user can interact with the table, resize height and radius
of the table, zoom into the city and pan around. Another feature showcased in this video is the
possibility to immerse into the table. Certain spots can be chosen. Consequently, the user will
be scaled down.

Thirdly, it can work as a tool for Unity and the Unreal Engine for creating XR applications. The
main advantage of game engines is their ability to render 3D geodata in real time. However,
according to [61], one of the current limitations is that game engines have no geo-referencing
tools and thus cannot handle coordinate systems.

This is a problem the visualization used for this study has already overcome, using a plugin
for the game engine Godot, called Geodot [62]. It is able to handle raster and vector data,
creating tiles (texture and height) and extracting curves and vectors in a specific location out
of a vector data-set. The features of Geodot were implemented using the Geospatial Data
Abstraction Library (GDAL), a free library for handling raster- and vector-data written in C/C++.
Figure 7 shows the Geodot demo project visualizing the Schénbrunn Schlosspark in Vienna.
It uses the respective height-data and satellite images to construct a tile at a given position.
Further explanation of the data can be found in the next section.

Figure 7: Geodot, 48°11°01.9"N 16°18’32.5"E using height-data and satellite images, elevation data has
been changed so that the heights are easier to see
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Unlike the CityEngine, the software designed for this paper focusses more on rural land-
scapes than on urban territories. However, the visualization of urban areas will be investigated:;
further information can be found in chapter 6.

With Pokémon Go the concepts of AR in GIS (ARGIS), probably the most famous application
in this field, has been brought to the wide mass. Using Global Positioning System (GPS) the
player walks in the real world with a matched in-game map on their mobile device. The locations
of specific points of interaction are based on real geodata: So called Gyms, battle arenas for
the players, get positioned at a landmark for example. Wild Pokémon creatures will additionally
be displayed "in front of the player" using the device’s camera and gyroscope. The developers
from Niantic, back then a subsidiary of Google, have used Google Maps for the georeference
points in the beginning. With a later update the technology has been revamped and used OSM
from then on [63].

3 Materials and Methods

3.1 Methodology

In order to find out about the possible benefits of VR in the field of GIS, the fields of application
and user groups of VRGIS and to understand the possible hurdles of the users, three different
methods were chosen:

« Literature research for defining the state of the art
« Interviews with experts in the field of GIS
» Implementation of a VRGIS prototype

The following sections explain the procedure for each of the three approaches. The results
of the interviews, the literature review and the implementations are discussed in chapter 5.

3.1.1 Literature Research

A large part of the literature research was already covered by chapter 2. The state of the
art described in this chapter is to be used as a basis for the later discussion 5. In addition,
literature research was also conducted to substantiate the implementations done in the next
chapter. This research is done by keyword search on Google Scholar, Research Gate and
u:search. The primary search term was VRGIS. The snowball method was then used to find
references to other relevant sources.
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3.1.2 Expert Interviews

In order to understand the needs and behaviour patterns of GIS users, six interviews were
conducted for this study. All respondents are frequent GIS experts, but have used GIS software
in different research areas. As the research project is rooted at BOKU University, in a first step,
GIS experts from different BOKU institutes were invited. Applying the snowball method, they
were asked at the end of the interview if they know other experts that can contribute to this
topic. Table 1 shows the interviewed experts and their institutions and research/working area.

Prof. Dr. Michael Roth

BOKU University, Vienna (In-
stitute for Sustainable Eco-
nomic Development)

Nuertingen Geislingen Uni-
versity (RALI)

Name Institution Working/research area
Dipl.-Ing. Dr. Thomas | BOKU University, Vienna | Landscape analyses and
Schauppenlehner (ILEN) evaluation of landscape
images o
Dipl.-Ing. Dr.nat.techn. Flo- | BOKU University, Vienna | Measurement of different in-
rian Borgwardt | | ihgy | fluences on watercourses
Dipl.-Ing. Dr.nat.techn. Sev- | BOKU University, Vienna | Reconstruction of historical
erin Hohensinner (IHG) river models and watercourse

revitalisation

System and landscape anal-
yses in the field of renewable
energies

Spatial planning and evalua-
tion of landscape images

Table 1: Interviewed experts

The interviews were conducted using a semi-structured open format with a prepared guide-
line. All respondents were asked questions that focused on the following issues:

» The respondent’s current GIS workflow

Potential tools/benefits of VRGIS

The respondent’s experience with GIS in 3D/VR

The importance of GIS to communicate research findings

The respondent’s experience with open-source software and open-data

In order to find out which tools the experts consider to be particularly helpful, questions were
asked about the experts’ current workflow. In addition, it was also determined whether the
surveyed expert sees useful areas of application for VRGIS.
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Furthermore, the experience with 3D GIS applications was asked for to understand whether
and how 3D GIS applications have already established themselves.

The importance of geodata became apparent both during the programming of the Land-
scapelab and during the expert interviews. The availability of data plays a central role in gen-
erating a 3D VE, which is why questions were also asked in the areas of data and open-data.

Since it was clear from previous research that one of the main areas of VRGIS manifests
itself in the communication process, the importance of GIS for communicating research results
was finally asked.

Furthermore, more individual questions that arose during the interview were focused on oth-
er/more specific areas. The content of the interviews was recorded in written form during and
immediately after the interviews. Additionally, audio was recorded and, when required, used to
reconstruct parts of the conversations. Afterwards, the interviews were coded, using categories
derived from [64]. In a next step, the categories were summarized and evaluated. Some of the
conclusions taken from these interviews are already implemented in this paper. Other will be
relevant for future work (see chapter 6).

3.1.3 Implementations

The implementations done for this paper were inspired by state of the art software, literature
research and recommendations from the workshops of the ReTour-project [19].

The code was written in the programming language GDScript, a dynamically typed program-
ming language similar to Python and the Godot Shading Language a language syntactically
similar to C [65]. The code was written in a lone repository [66] named Godot VR Toolkit and
later integrated into the LandscapelLab [59]. The Godot VR Toolkit is based on the OpenVR
plugin for Godot [67].

3.2 Materials

3.2.1 Data

The data used to visualize landscapes in the LandscapelLab can be split into:

1. Digital elevation models (DEMs): They provide height as a 2D-texture using numeric val-
ues that indicate the height for each pixel. DEMs are often referred to as heightmaps.
(E.g. GeoTIFF with 32-bit floating point values)

2. Orthophotos: Satellite or aerial images that are being projected (orthorectified). Orthorec-
tification takes into account the camera lens, camera position, a specific form of DEM and
overlapping photos to prevent perspective tilt.

3. Land cover: As raster data, land cover visualizes the physical material of the surface of
the earth. Typically surface material is labelled as asphalt, water, vegetation or rocks.
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4. Land use: A more precise approach uses land use data. Instead of a simple classification
of vegetation, land use specifies plant- and tree-types.

5. Infrastructure: Streets or railways that are contained in a vector dataset with optional
additional parameters such as the width. Additionally these data contain 3D-information
such as elevated roads and bridges. Demand for these data results from the limited
resolution in orthophotos.

6. Waterways: Similar to infrastructures, waterways are often contained in an additional
vector dataset.

7. Buildings: OpenStreetMap offers global building polygons; such a polygon describes the
house footprint with height data and an optional type of building.

8. Others: Further details may vary depending on the specific use case. In our case, power-
lines could be mentioned in this respect.

Data was gained via open-data sources, specifically OpenStreetMaps (OSM), the open-data
initiative Austria/Europe and https:/basemap.at/.

For 3D-visualizations performance is a key aspect, level of detail (LOD)-splitting can benefit
performance. The further the player is away from the model, the lower the level of detail. In car-
tography there is a similar method called cartographic generalization, the lower the map scale
the higher the abstraction. In the context of Landscapelab, these techniques were combined
and used for visualizing a world with satellite images using a higher cell size for a lower level of
detail. A more in-depth explanation of how the data were used for visualization can be found in
the thesis of a co-developer Karl Bittner [25].

3.2.2 Godot

In light of the following implementations that are realized in the game engine Godot, this section
will provide a quick overview over the basic concepts and most important features, as well as
methods Godot uses.

Basics

The first and most important concept Godot uses is a practice widely used in computer-
graphics: Scene graphs. These graphs are described by [68] as follows: "Scene graph nodes
hierarchically organize rendering objects and may generate and constrain rendering objects.
Rendering engines traverse and interpret contents of generalized scene graphs.”

Scene graphs are not a new invention, but in other game engines such as unity this design
philosophy is not as transparent to the developer. A typical usage of those scene graphs can
be seen in figure 8. While scene graphs permit relations of child-nodes with more than one
parent, the scene trees used in Godot allow children to only have one parent-node. In addition, it
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should also be noted that Godot cannot only use nodes for 3D-environments but for all available
objects. For example, a timer is also a node, which however does not have spatial attributes.
Godot uses object orientation for the nodes, any node is consequently derived from class Node.
While the Timer-node derives directly from the base class Node, the Compass-node shown in
figure 8is an object of type Rigidbody which has another inheritance chain: Node > Spatial >
CollsionObject > PhysicsBody > RigidBody.

& Compass ¥ ® ~ 0O world 0}
H assMesh 0! @ WorldEnvironment
Q Collisionshape o} i- PlayerVR alf o
O CompassPlate ® & Compass al o
L ® CompassSymbc ®

Figure 8: Scene graphs in godot, the right image instances the completed scene tree of the compass
scene

As can be seen in [68, Figure 4] a scene graph will always consist of a root-node with child-
nodes depicting the objects of the scene. These root-nodes can be child-nodes of another
scene and vice versa.

While Godot recommends using those scene trees to simplify project organization as stated
in [69], they can be bypassed nonetheless. In fact, [70] even gives advice on when and how to
avoid using nodes.

One of the most interesting design decisions for Godot, is the fact that the whole
scene system is optional. While it is not currently possible to compile it out, it can
be completely bypassed.

At the core, Godot uses the concept of Servers. They are very low level APIs to
control rendering, physics, sound, etc. The scene system is built on top of them and
uses them directly [69].

In Godot’s best practices page, it is recommended that scenes should work encapsulated
as one of the object oriented programming paradigms suggest: "If at all possible, one should
design scenes to have no dependencies [70]."

If indispensable, programmers should use the principle of dependency injection; a hierarchi-
cally higher level interface provides dependencies for a lower level interface [70]. For example,
a simple car-node would consist of a root node called car, a geometric instance to visualize the
car and four subtrees, which in turn have other nodes and represent the tires. These subtrees
would be individually working scenes themselves, however, they would probably require a de-
pendency on how fast they should spin. This field would be injected from the car hierarchically
above.
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Transforms

For the development in the field of VR in Godot, a key concept is the way transforms are
applied to a node. Especially for the interaction with objects in VE it is important to understand
the difference between global and local transform. For example, if you pick up an object in the
VE as described in section 4.2, this object becomes the child node of the hand. Translating
a root node results in the whole tree being translated accordingly. Therefore, when the hand
is moved, not only the hand itself changes, but also all child nodes of the hand, including the
previously picked up object. Given two transform matrices

a1 ar2 a3 big bi2 b3
a1 G22 a3 ba1 b2 bogs
A473 = and B473 = y
as1 as2 asgs b1 b32 b33
a41 42 43 by bao bag

where the first three vectors will be the corresponding x, y, z vectors for the bases, the fourth
will be the origin-vector and B is child of A, the global transform C of B will be calculated with
the formula:

Ve €1,2,3 = Cp =Gy xbyp1 + Ay ¥ bp 2+ Gy x by 3

and

Cy =01 % byg + dg xbyo + d3 * by 3 + dy. (1)

Shader

Visualization of data is the basic concept of GIS. In this thesis, until now, the visualization of
geodata was defined only for the purpose of representing a real environment. In order to be
able to modify the terrain, for instance with different colours representing the respective value
of a raster-dataset, the concept of shaders was used in this research project. Thus, this section
will shortly describe shaders and the functionality needed to understand the implementation.
According to the Godot docs [71], shaders are:

[...] unique programs that, run on the GPU. They are used to specify how to take
mesh data (vertex positions, colors, normals, etc.) and draw them to the screen.
Shaders do not process information the same way a normal program does because
they are optimized for running on the GPU.

Consequently, shaders do not retain data after they run; once they have output a final colour to
the screen, the process is done. With this in mind it is not possible to access a colour from the
last run of the shader.
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Godot uses a shading language similar to GLSL ES (Open Graphics Library ES Shading Lan-
guage) 3.0. In order to understand the process of shading, two concepts have to be understood:
Fragment processing and vertex processing.

A vertex shader takes the vertex and environment information that is stored by the
OpenGL system and makes it available to you through a set of uniform and attribute
variables, so that you can do your own vertex computations [72, p. 42].

Sometimes called pixel shaders (e.g., in Cg), fragment shaders operate on a frag-
ment to determine the color of its pixel. We know that rasterization operations inter-
polate quantities such as colors, depths, and texture coordinates. Fragment shaders
use these interpolated values, as well as many other kinds of information, to deter-
mine the color of each fragment’s pixel. [72, p. 47].

Other than in GLSL, Godot provides the vertex and fragment function in one programme.
Thus, the concept of in and out variables like in GLSL, where each shading-stage must be
applied in a separate programme, does not exist. In contrast, Godot introduces another variable
type called varyings. Varyings will pass data from the vertex function of the shader to the
fragment function, they are set for every primitive vertex and the value is interpolated for every
pixel. In addition, uniform variables are global inside the shader and can be set from outside
via Godot scripts or in the editor [71].

4 Results: Development of a VRGIS-Prototype

The following sections show the prototype that was developed in the context of this bachelor
thesis. The implementations are based on the Landscapelab, which was developed in advance
for another research project, and the OpenVR plugin for Godot.

4.1 Locomotion

The question of how locomotion should take place in VR has not yet been answered. Over the
last decades a variety of possible techniques have been developed all of which have advan-
tages and disadvantages [73], [74]. These include:

+ Using a controller/device based input to teleport the player [74].
» Gesture based teleportation [75].

« Steering using a controller’s joystick [74].
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» A technique to redirect the user in the VE [76], [77], where the user believes to walk in a
straight line, whereas the person unconsciously walks along an arc instead.

» A concept which uses an omnidirectional treadmill with integration of sensors that are
capable to detect the user’s motion detection [78].

For this research locomotion has been held simply, however as explained in chapter 6, this
is a field where other methods and more tests would be required.

As the resource consumption for loading and rendering is relatively high, performance in
other areas is of bigger importance than in different VR-fields. A resource-friendly method
mentioned in [79] called tall-ray cast was chosen for locomotion in VR. The basic concept is
to cast a ray from above the virtual player into the pointing direction of the controller. This
ray cast - thanks to the node-system of Godot - can be simply attached to the controller node
and be locally cast forward, thus it will always point in the controller’s direction as explained in
equation 1. Given a distance and based on the pitch of the controller, this method will find
a point on this horizontal line. The pitch should first be clamped between a defined minimum
and maximum pitch of the controller and in addition be normalized between those two. With
a defined height above the player, a new cast, the tall-ray, will be performed. lts direction will
be towards the point defined before. The first registered collision point of this ray will be the
point of teleportation. Visualization follows using a Bézier curve between those points. Figure
9 depicts this technique with visible rays, which will not be shown for the end-user.

Figure 9: Tall-ray teleportation

Additionally, users can freely walk so long as the hardware and the actual environment allow
it.
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4.2 Interaction

Interaction is one of the key methods to achieve higher immersion in virtual reality [30]. Similar
to the concepts proposed in [52], two input systems have been designed for this research: a
body-based and a device-based input system. For ease of development, both features work
with the native viewport of Godot. Another way of interacting works with objects in the world.
From a technical point of view, however, this functions differently, therefore it is mentioned in a
separate section.

4.2.1 Viewport Interaction

For this research, a node for rendering a viewport on a plane-mesh has been designed. One
can create an encapsulated scene as explained in section 3.2.2 and assign a variable to this
scene, without having to write code, in the user interface of Godot. A viewport-texture for the
plane will be created automatically resulting in an in-game equivalent of a screen.

One implementation for interacting with such a viewport-plane uses the laser pointing selec-
tion (LPS). It works with a ray cast. Given Godot’s node system, the ray will be attached as a
child of the controller node and be cast to a local forward vector as explained in equation 1,
consequently it will be point out of the controller (similar to a laser pointer). If this ray collides
with the viewport mesh, a mouse-motion input will be simulated. Once clicking the assigned
button on the controller, a mouse click will be simulated. This eases implementation as in-
terfaces can be created with the predefined nodes that Godot offers. Moreover, testing those
interfaces can be done with mouse input, which should further increase ease in development.
Another advantage is that visual feedback does not have to be implemented.

In addition, creating an input on this viewport-mesh can be generated via an assigned virtual
finger. This technique equally mimics a mouse input, this time differentiation between motion
and clicking will be handled via the position of the finger: Entering the area results in a click-
pressed event (button down). While touching the "screen", one can mimic a mouse-movement,
thus, for example, it is possible to manipulate sliders. As soon as the finger leaves the area, the
click is released (button up). It is comparable to a touch screen in real life.

Using those systems, techniques like the ones mentioned in [52], where the interaction hap-
pens on a simple 2D map, could easily be recreated.

4.2.2 Interaction with Objects

Interaction with real objects in the VE works differently from the input on a mimicked screen.
Interacting with objects in the environment can happen on two different layers: Firstly, objects
can be hovered and interacted from distance using LPS technique. Visual feedback will be
shown once hovered. If close enough, the user can grab and reposition objects (like the two
mentioned in section 4.5 and 4.6). As of now, the implementation is held relatively simple,
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making the object a fixed child of the VR-hand. Other frameworks allow the definition of specific
anchor points for objects, where the fingers and the hand will have an appropriate position for
the model of the held object.

Furthermore, if required, the objects can be interacted with once they are held in the hand.
For instance, the distance measurement device described in section 4.6 has a trigger to gauge
distances.

4.3 Tabletop-View

The tabletop view is a widely used paradigm for extended reality. While research is mostly
done in the area of AR as opposed to VR, state of the art software like the CityEngine also
provides a tabletop view for VR. Further, this concept was proposed in one of the performed
expert discussions.

The tabletop view enables the user to visualize an area on a round table. Scale and position
can be manipulated using the LPS technique mentioned above. Furthermore, panning and
zooming is possible. Moreover, not only the terrain itself can be manipulated, but also the table:
Interacting with a knob on the table, the user can change its radius and height. On so called
Points of Interest which can be defined as wished, the user can even immerse into the world and
adopt a perspective with the true scale of the environment much like done in the CityEngine.

In addition, it is possible to place miniature-assets on the table to make planning possible in
VR as can be seen in figure 10. Because the scale of the visualization on the table can be
changed, the scale of the assets does not always match the terrain in the current state of the
software. This will be fixed in the near future.

Figure 10: Placing a wind-turbine in the world
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4.4 Data-Shading

One of the most used features by the GIS users was visualization of data. It was also proposed
that the visualization in an immersive 3D-environment could be helpful. For this research, a
technique for shading data was created. Using the Godot plugin Geodot, a specific texture of a
raster dataset for the requested area can be loaded into the engine and given as a parameter
into the shader. As explained in section 3.2.2, this loaded texture can now be altered with
either the fragment or the vertex function.

Firstly, working with the fragment function, each pixel can now be coloured according to the
value of the given texture (or tex in the code), as can be seen in the implementation 1. Two
different colour-codes can be passed into the fragment shader for start- and end-colours. In
contrast, the min- and max-value are provided by Geodot, as they are defined in the dataset. As
the values in raster-data are stored in the r-channel of the rgb-spectrum, the current data-value
will be obtained via this channel. In a next step, it will be transformed into a value between 0 and
1, followed by an interpolation between the two colours. The resulting colour will be applied onto
the albedo of the pixel. In the example shown in figure 11, the average temperature according
to [80] is colour-coded with the minimum colour in blue and the maximum colour in red.

1// Parameters to be passed in GDscript:
2uniform sampler2D tex : hint_albedo;
3uniform vecd4 min_color : hint_color;
4uniform vecd4 max_color : hint_color;
suniform float min_value;

suniform float max_value;

7

8 float invLerp (float start, float end, float value) {
9 return (value - start) / (end - start);
10 }

11

12void fragment () {

13 // Obtain data for the current pixel

14 float data_value = texture(tex, UV).r;

15 // Transform between 0 and 1

16 data_value = invLerp (max_value, min_value, data_value);
17 // Interpolate the color between the start- and endcolor
18 vecd data_color = mix(min_color, max_color, data_value);

20 ALPHA = 1.0;
21 ALBEDO = data_color.rgb;
22 }

Code 1: Visualize raster values via colour interpolation on the grid

Secondly, instead of the real DEM, another dataset can be chosen for the height in the terrain.
By means of the vertex function of the shader, the elevation of a specific vertex can be altered
via the y-coordinate. As before, the data is read from the r-channel of the colour spectrum.
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The read out value is then applied to the y-coordinate of the current vertex. Since the elevation
calculation always expects the values as meters, another parameter can be used to alter the
degree of elevation. As can be seen in figure 12, instead of the digital elevation, the average
amount of rainfall as in [81] is depicted. In order to see more clearly, the elevation is computed
by the following formula in this example (for the specific use-case in 12, the factor 0.4 was
chosen):

VERTEX.y = get_height(UV') % get_height(UV') * height_ factor; (2)

Figure 11: Shading temperature values using Figure 12: Shading average rain using a vertex
a fragment shader shader
4.5 Compass

The studies done in [19] have shown that users face problems with orientating in the world of
the Landscapelab. Since users in the world view do not sit in front of a map (where finding out
cardinal points is usually trivial), we added a compass. The user should be able to fully rotate
the compass in any direction. Simply attaching a texture to the general compass node would
not work, because the rotation of the texture would be equal to the rotation of the parent-node.

In contrast to the real world, a game engine does not provide magnetic poles, so in order to
guarantee that the compass always faces a northern direction another system is required: The
code shown in 2 depicts a method that uses the forward vector in order to achieve this. We
argue this is a valid approach, since the terrain in our project is always loaded so the north is in
the direction of forward (negative z-axis).

The following steps provide an overview of what has to be implemented in order to ensure
that the compass is oriented correctly:

If the rotation of the compass ( Transformation Basis) has changed since the last frame, this
method first creates a plane consisting of the upward vector of the compass and a distance
to the origin. The second argument, the distance to the origin (line twelve of listing 2), is
unnecessary because only the corresponding rotation is needed and is therefore assigned as
0. In order to calculate the new right-vector of the compass, in the second step, it is necessary
to orthogonally project the global forward-vector onto the spanned plane. The right-vector is
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the result of the cross-product of the other two vectors. Lastly, those three new vectors will be
applied as the new basis for the compass plate (the texture). The compass is shown in figure
13.

Figure 13: Using the compass in the LandscapeLab

1
2# Obtain the required nodes.

3onready var compass_plate = get_node ("CompassPlate")

4onready var compass_mesh = get_node ("CompassMesh")

5

6 # Initialize the transorm before variable with the an identity matrix.
7var transform before: Transform = Transform.IDENTITY

8

9 func _process(delta):

10 if not transform before == transform:

11 # Span a surface that takes the up direction of the mesh

12 var compass_plate_plane = Plane (compass_mesh.global_transform.basis.y, 0)
13

14 # On to that plane project forward (0, 0, -1)

15 var new_forward = compass_plate_plane.project (Vector3.FORWARD) .normalized()
16 var new_up = compass_mesh.global_transform.basis.y

17 # The right direction for the compass will be computed via the cross

product of the other two

18 var new_right = new_forward.cross (new_up)

19

20 # Assign the new basis

21 compass_plate.global_transform.basis = Basis(new_right, new_up,

-new_forward)
22

23 transform_before = transform

Code 2: Realigning the compass plate
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4.6 Distance Measurement

The implementation of a basic distance-function is relatively trivial using the formula for the Eu-
clidean distance from a computer science perspective. A projected visualization of a landscape,
where the values should stay correct for any measured point A to B, might come along with
difficulties. As discussed in section 2.2.2, every projection will include some kind of distortion.
Depending on the geographic location and the chosen projection, measurement units might not
be correct.

There are different techniques to bypass these errors. First, they could be included in the
calculation. Second and simpler, using a projection with a small error rate can lead to sufficient
accuracy, considering the factors mentioned in 2.2.2. For this research, visualization will take
place in Austria, thus the Austrian Lambert projection (geodatic datum: MGI) is the projection
with the least possible distortion. It is a conical projection, where the secant meridians pass
through the north and the south of Austria. As a result, one can assume that one meter in our
visualization equals one meter linear distance in reality. While complete accuracy cannot be
guaranteed, the errors should stay in a range of errors with less than two meters [82]. This
leads to the conclusion that one meter always corresponds to one coordinate value in the game
engine. Thus, the visualization of the heights with a corresponding elevation model remains
undistorted as well.

Alternatively, the projection Lambert Azimuthal Equal Area Europe (LAEA Europe; geodatic
datum: ETRS89-extended) would fit as well, especially considering the inclusion of border
regions [83].

5 Discussion

In the following sections, the implementations, the expert interviews, as well as existing re-
search will be reflected and discussed. First, the application fields and target groups that were
mentioned by the experts will be evaluated and compared with other research. Although the
goal of this research was to study VRGIS, the arguments in favour of ARGIS are also men-
tioned in this chapter. In addition, the available data will be discussed with a focus on open-data
initiatives. In this context, also commercial software is compared with open-source software.
Moreover, the problems and barriers in working with GIS identified in the expert discussions are
explained. Lastly, the requirements for VRGIS will be considered.
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5.1 Application Fields and Target Groups

This study found that the application fields that were mentioned in chapter 2.3 stayed mostly
the same. In one of the performed expert interviews, Jochen Mulder, CEO of Lenné3D (the
company behind Biosphere3D), listed the most frequent areas and clients of their contracts:

« Historical visualizations in museums (e.g. archaeological locations)

+ Large scale visualizations for federal institutions (e.g. wind parks, landfills)

» Controversial projects for interposed communication agencies (e.g. traffic infrastructure)
+ Visualizations for research institutions (e.g. social acceptance of renewable energy)

Apart from urban planning and military usage, this list is overlapping with [17, Figure 2].
Urban planning, however, is the key target of the CityEngine, which is one of the most developed
VRGIS applications.

To give an idea of the typical CityEngine user, urban planners and local government
make up the largest group of users. It may not be surprising that these are also the
biggest user group of ArcGIS [58].

Military "is slowly emerging as one of the major investors into VR", according to [84]. [7] men-
tioned the possibility for mass casualty simulation in military and emergency training. Disasters
can be simulated in an immersive VE with geodata and city models, with the fraction of the cost
of other simulations that take place in the real world.

Some experts additionally stated that the visualization of data in a more classical way (e.g.
diagrams) could also be of use. In times of big data, comprehensible processing of data is
a key factor for closing the cognitive bottleneck of understanding patterns, especially behind
high-dimensional data. An assumption that has also been confirmed in [14]. In a 3D software,
the user could position and move himself around specific data points, thus getting a deeper
understanding of the data.

Educational institutions can benefit from the use of virtual reality [85], therefore one can
expect that it will be used more frequently in the near future.

An additional field that is mentioned in [7], is virtual tourism with VRGIS:

[...] with an immersive VR (Cardboard or better) version of Google Street View/-
Google Earth, whereby the player’s steps are translated to (or rewarded by) enter-
taining and culturally rich virtual promenades along the Champs-Elysées in Paris,
France (for example), and other interesting landmarks around the world.

Furthermore, VRGIS has been stated as a possible replacement for field operations. In-
stead of taking measurements on-site, they could be made in the immersive VE. However, this
would only be possible to a very limited extent, as there are very sensitive data that have to be
measured with a 100% accuracy, which cannot be guaranteed by such a software.
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Lastly, the chances for using VRGIS in the video gaming field should not be underestimated,
video games could benefit from the procedural creation of cities [7].
To sum it up, potential target groups are:

» Experts in the field of landscape and spatial planning

Public and private decision makers

Persons affected by the decision making process

* Military

Educational institutions

e Museums

In addition, a common technophile user could use the software out of personal interest.

Throughout all interviews the highest benefits of VRGIS were mentioned in the communica-
tion process. While experts are probably faster when working with classic 2D GIS software,
especially for non-specialists, an immersive VE could help to reach a deeper spatial under-
standing. In heated debates like renewable energy, the possibility to go into the perspective
of personal locations (like ones own garden) is appealing. Indeed, VR is also proving it can
support collaborative tasks, as was concluded in [14]. Using VR as a tool for telepresence,
it enhances situation awareness, vividness, proprioception, interactivity and additional factors.
Also, experts themselves often could make use of a quick visualization; in expert-reflections a
VR tool could contribute to faster decision makings. Christian Mikovits, working for the Institute
for Sustainable Economic Development at University of Natural Resources and Life Sciences,
Vienna, even stated:

Heruntergebrochen, ist es [GIS] eines der stdrksten Kommunikationsmittel unserer
Zeit. Friher waren aufwéndige Erkldrungen nétig, heute kennt jeder GIS; das Handy
mit Google Maps, oder OSM auf dem Computer. GIS ist (iberall.

translated by the author:

Broken down, it [GIS] is one of the strongest means of communication of our time.
In the past elaborate explanations were required, foday everyone knows GIS; the
mobile phone with Google Maps, or OSM on the computer. GIS is everywhere.

Furthermore, the social significance of GIS has been recognized before in this paper: As
already mentioned, almost 60% of all information can be categorized as spatial [2] and 80% of
all decisions in economy and administration are made on basis of spatial data [3]. Thus, the
wide possible use of visualization techniques in planning disciplines is evident. However, it is
important to note that depending on the situation under consideration, 3D and VR might not
always solve communication problems, as was stated in one interview. In fact, they could be
even more misleading with an additional dimension (see also section 5.5).
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5.2 Augmented Reality

Although this paper’s aim was to research VRGIS, AR was mentioned by multiple interviewees.
As these two fields are linked closely, this section will provide a quick overview and will discuss
the opinions of the experts. In summary, two possible visualization techniques for AR were
mentioned: Overlays (e.g. depicting the average temperature in a specific area) and models
(e.g. a wind turbine integrated into the landscape).

In one interview it was stated, that visualizations in VR, depending on the project, are not very
suitable. Especially large-scale visualizations, like wind-turbine visualizations, should rather be
visualized by means of AR. Also, for visualizing new street lamps or benches in an existing area,
AR exceeds over VR, according to the expert. Whole new city areas, however, might be more
suitable for a VR application. VRGIS would benefit more from a photorealistic environment as
opposed to an abstract environment according to an interview partner. This hypothesis would
require investigation in another study (see chapter 6).

Pokémon Go has shown the potential of ARGIS, however, while the technology of AR might
sound appealing for landscape visualizations, many problems come along with augmented re-
ality.

First, HMD AR devices have not yet reached the state of VR HMDs. Considering its relatively
high-cost hardware, the barriers for the usage of these devices are high compared to VR HMDs.
Probably the most famous device, the HoloLens by Microsoft, is currently priced at 3500$ and
the purchase options are not suitable for individual sale, as the website is designed for business
purposes [86]. On the other hand, AR on mobile devices does not offer the same level of
immersion as HMDs do.

Second, the GPS technologies that are required for overlaying data or models into real world
picture can be inaccurate. According to [87], "[...] GPS-enabled smartphones are typically
accurate to within a 4.9 m (16 ft.) radius under open sky", but can get worsened by various
additional factors such as signal blockage or reflections. Furthermore, the facing direction in
mobile device is in most cases evaluated by a magnometer which can be uncalibrated and show
inaccuracies (especially when the user is standing still) [88]. When visualizing wind turbines in
a landscape for instance, they could be displayed in wrong spots leading to confusion at the
user’s side.

Last but not least, placing 3D models into a real landscape presents further problems: As a
single camera cannot recognize depth in an image, the distance to the model and its resulting
scale cannot be evaluated. Further, the rendered overlays could be distorted by intersecting
with real world objects, trees or mountains for instance. This phenomenon is visualized in
figures 14 and 15.
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Figure 14: Accurate overlay rendering Figure 15: Wrong overlay rendering

5.3 Data

Although open-data has been continuously growing over the last years, the acquisition of data
can still be challenging according to the experts. Data description requires expert insights in
many cases, the free access of different data resolution and types varies significantly between
federal states, and the data is unnecessarily hard to find. Some data is still marketed commer-
cially. All of this is problematic as the principal idea behind the open-data initiative is lost. On
the bright side, the pressure on public authorities is evolving due to new methods in the private
industry, which increases competition.

Moreover, the importance of crowdsourced data via OSM has been mentioned by multiple
experts; Wikification of GIS by the masses or Volunteered Geographic Information are terms
that have been around for more than ten years [89]:

OpenStreetMap and Google Earth (GE) are now full-fledged, crowdsourced
‘Wikipedias of the Earth’ par excellence, with millions of users contributing their
own layers to GE, attaching photos, videos, notes and even 3-D (three dimensional)
models to locations in GE.

OSM offers a wide variety of different datasets freely available for anyone and have been
recognised for their level of detail. Depending on the need for valid data, OSM cannot guarantee
accuracy. One of the experts mentioned mutual validation of OSM and other data to verify the
accuracy.

With standardized HTTP protocols for requesting geo-registered map images from one or
more distributed geospatial databases like the Web Map Service (WMS) developed by the
Open Geospatial Consortium, the availability of data grows even further [90]. Common GIS
software packages provide the capability (ArcGIS, QGIS, GRASS GIS, GDAL, ...) for the use
of WMS. Further specifications are the Web Map Tile Service (WMTS), for example. It is a
protocol for pre-rendered map tiles of spatially referenced data [91].

All in all, data is continuously getting more accessible, which will make visualization both in
2D and 3D more accurate.
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5.4 Open-source and Commercialization

The evaluation of the performed expert discussion showed a clear trend; commercial products
like ArcGIS are not seen as better options than open-source software. The main reason for
the usage of their software was the history of the product and the dependencies on other in-
stitutions and the private industry. On the one hand, many universities only offer courses for
ArcGIS. On the other hand, although license fees are cheaper for universities, some educa-
tional institutions even enforce the increased usage of open-source products (e.g. QGIS), as in
economically weaker states commercial software tends to be too expensive (which might be es-
pecially important for foreign students). With a change towards subscription models instead of
one-time expenses, experts are increasingly concerned with profit-making software. Moreover,
the monopoly of ESRI has been criticized in multiple discussions.

Especially in the field of research, where sensible data and private data is used, open-source
is playing an ever-increasing role. Also, the demand for platform independency is growing,
which is not offered by ESRI for example. According to the experts who have changed their
GIS software, a transition from one software to another (e.g. from ArcGIS to QGIS) is relatively
easy for experts.

Concerns with open-source projects on the other hand, have been expressed in respect of
detail work like optimizations. Without economic profit, developers would prefer to create new
content rather than optimize existing content, according to one expert.

The software for this paper was developed fully on the basis of open-source software, with
the exception of SteamVR which is required for the use of OpenVR. While Godot offers the
possibility for development with XR, the tools provided for engineering are still work in progress
and cannot yet keep pace with commercial engines like Unity or Unreal. The decision to use
a different engine would probably have significantly advanced the progress of developments in
the field of VR. Some of the standard features for Godot had to be implemented by ourselves.
On the contrary, with the previous decision in the ReTour-project to use Godot as a game
engine, major milestones in landscape visualization had already been reached for this work,
which considerably accelerated the development of functionalities in the area of geodata and
visualization.

5.5 Problems and Barriers

Some of the questions in the interviews conducted were specifically aimed at the problems and
barriers in GIS use. These can be summarized in the following five overarching themes:

» Big datasets: Big datasets are often challenging for GIS software leading to suspen-
sion or - in the worst case - to crashes. Also, there are no implementations for parallel
computing (for vast data calculations) and the algorithms are often so generic that own
implementations are considerably faster (up to a factor of 1000).
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« Time and financing: Financial and temporal limitations, especially in the research sector,
tend to complicate GIS progress. Due to financial bottlenecks, research institutions often
do not assist complex visualizations.

* Programming knowledge: Although a majority of the interviewed experts has acquired
some programming knowledge, the programming skills can be a limiting factor, especially
with 3D visualizations.

» 3D visualization/animations: As stated above, the programming knowledge can impede
the usage of 3D visualizations. The workflow from 2D geodata to an immersive 3D VE is
complicated. Easier workflows only provide a very basic visualization.

+ Availability of technology: Another limitation, especially when working with VR, is the
availability of technology. On one side, supporting software is limited or costly. On the
other side, it is not possible to provide a VR headset for every participant, for instance in
a classroom or a workshop.

However, it has been pointed out several times that the barriers have steadily decreased in
recent years. With this trend, one can expect further reduction of those barriers in the future.

Although VR offers many benefits for a communication process, a problem is to get people
to use this technology in the first place. Thomas Schauppenlehner, who does research in
Geostatistics, Geoinformatics (GIS) and 3D Visualisation at BOKU Wien, stated in an interview
that people might feel watched and perceive it as unpleasant not to know what is happening in
the real world around them. Furthermore, according to him, there are many potential technical
barriers: Glasses might not be adjusted properly for the user, which conveys a wrong image
of visualization. Motion-sickness is a disruptive factor to many users. Also, movement is a key
factor in VRGIS applications. First time users might be overstrained with the way locomotion
works. All of these problems have also been evaluated in [54].

Newer approaches might be able to solve some of the problems with motion sickness. As
stated in [58], "[the tabletop view] also takes away the problem of motion sickness that comes
with many of such applications."

Another mentioned problem was that VRGIS can be easily abused to convey a wrong image.
In an interview it was pointed out that the realistic visualization can be misused to cause panic,
whereas over-simplified visualizations lead to incomprehensible levels of abstraction, especially
with the use of HMDs. This is a problem that has been further elaborated, adding wrong detail
is worse than missing details, according to Michael Roth, a professor for landscape planning.
In the case of urban planning, for example, he mentioned the process of modelling a new city
area:

[In vielen Visualisierungen ist die] letzte Fotorealitédt nicht unbedingt immer nétig,
eher Proportionen, Perspektiven, und so weiter. Gerade in der Planung soll man
abstrahieren, was planungsrechtlich auch wirklich zur Debatte steht, also keine rote
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Hauswand wenn dort eine weil3e sein wird, kein Spielplatz wenn dort keiner vorge-
sehen ist und auch keine Kirschbliten wenn dann Ahornbdume gepflanzt werden
sollen. Eine prozessadequate Visualisierung ist notwendig.

translated by the author:

[In many visualizations the] last photoreality is not always necessary, rather propor-
tions, perspectives, and so on. Especially in planning, one should abstract what is
really under discussion in terms of planning law, i.e. no red house wall if there will be
a white one, no playground if there is no one planned and also no cherry blossoms
if maple trees are to be planted. A process adequate visualization is necessary.

5.6 Requirements for VRGIS

With regard to the requirements for VRGIS mentioned in chapter 2.1.1, the statements of the
experts are evaluated in this chapter and requirements for modern VRGIS are derived. For
better understanding, the defined requirements are briefly listed again:

* Immersion
* Plausibility
* Interactivity

* Visual fidelity

The requirements must be adequately adapted to the respective user. By grouping the previ-
ously mentioned target groups into categories, one can assume that the user will be one of the
following three:

+ GIS-expert uses the software for evaluation/planning process
« Amateur uses the software in a workshop environment
« Common technophile user will use the software out of personal interest

An expert or a technophile in the VE will have different tasks than the amateur: The GIS-
expert will most likely be using this system more than once and the technophile user is accus-
tomed to VR, so the interactivity can and must contain more complex forms of interaction than
simple gestures to enable different features. For instance, this can include using buttons or a
joystick.

The amateur on the other side should not be overstrained with interaction complexity, simi-
larly to the concepts proposed in [54] the interactivity should be kept at a minimum.
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With recent developments in immersive interaction techniques, namely the transition from
physical devices acting as pointers or controllers to hand gestures and motions as named
in [92], interaction concepts might be getting more intuitive. The importance of interaction
techniques for intuitive usability in the field of geosciences has been described in [52].

A higher level of immersion has resulted in a measured benefit in applications that require
spatial understanding in terms of performance in various studies [18], [93], [14].

In terms of visual fidelity, the experts have repeatedly stated that a photorealistic represen-
tation is not always the best. Higher forms of abstraction can even be useful for spatial under-
standing, as well as the comprehension of various contexts.

In the expert interviews it turned out that in addition to the requirements that relate to the
behaviour in the VE, there are also factors outside that should be defined as requirements.
One of the most important ones is to utilise VRGIS software is ease of use. Most of the experts
have made experience with visualization of GIS in 3D. The workflow was either complex or
the resulting environment was held simplistic. Alternative software was only provided on a
commercial basis. Especially research institutes often do not have the financial options to put
much work into 3D visualization. Thus, the workflow to come from 2D geodata to a visualized
3D landscape with VR functionality should be as simple as possible.

The usage of VRGIS before 2016 was hardly possible as stated by one expert, as software
had to be configured properly to even achieve simple tasks in VR. For many tools programming
skills were required. Although, out of the six interviewed experts, four have made experience in
programming, coding knowledge should not be a requirement for using the software.

The CityEngine for instance was mentioned as a powerful GIS software, but its complexity im-
pedes usage even for technophiles. Furthermore, it is a commercial product and strictly bound
to ArcGIS. In spite, there is demand for an open-source software according to the discussions.

A further requirement that is especially important in VRGIS is performance. As was stated in
section 2.1.1 a minimum of 45 FPS is required. FPS values were measured in three tests over
a period of 15 seconds each. In order to ensure that the values do not vary greatly depending
on the location, a different area was selected for each run. Table 2 shows the measured FPS
data using VR in the LandscapelLab. Since an average of at least 46 FPS was achieved in each
of the runs, the requirement is fulfilled for a system with the hardware specifications shown in
3.

Area FPS Minimum FPS Average FPS Maximum
Nockberge 13 46 55
Joglland 45 55 63
Kamptal 17 54 64

Table 2:

Measured FPS data for VR use in the LandscapelLab
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Operating system Windows 10 Pro 64-bit (10.0, Build 18363)

Processor Intel(R) Core(TM) i7-8750H CPU @ 2.20GHz (12 CPUs), 2.2GHz
Memory 16384MB RAM
GPU NVIDIA GeForce RTX 2080 with Max-Q Design

Display Memory 16126 MB

Table 3: Hardware specifications for the benchmarks done in table 2

6 Conclusions and Future Work

Although the computational power required for visualizing an immersive 3D VE is relatively high
by today’s standards, due to newer technology, as well as more efficient visualization, VR for
the common user will be more appealing in the future.

The thesis presented the state of VRGIS in its modern form, bringing together impressions
from experts, own implementations and the state of the art. VRGIS offers a wide variety of
applications which will probably grow even further in the future. Research has shown, that
an immersive VE can enhance spatial understanding and result in a better understanding of
big data. Both of these aspects can be powerful in the field of geosciences, especially in
the planning process. Moreover, VRGIS will address new fields of application such as virtual
tourism.

In spite of ARGIS being an research area with a lot of potential, drawing on the research
done for this paper, it is argued that there are still many barriers that do not yet allow a wide
usage of this technology. Furthermore, although the opportunities for AR and VR for GIS sound
very appealing, technology is always a means to an end. Many use cases might be better fit for
classic 2D GIS software or even analogue approaches.

The attempt of creating an open-source software was surprisingly successful, thanks to the
Godot game engine and OpenVR. Further updates (especially considering a big update for
Godot, version 4.0) will ease the process of development. However, it must be noted that many
of the features offered in Godot are still work in progress and have therefore taken more time
than would have been the case with commercial software. In contrary, many of the functionali-
ties provided by the Landscapelab and Geodot helped progress in development in the area of
geodata and visualization.

Similar to the way mentioned in [60], we want to bring the tabletop-view onto a real table
using augmented reality. Sadly, as of now, the augmented reality tools for the Godot Engine are
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very limited. The version 4.0 update might bring new features targeting AR.

Currently, we are planning to also include visualization for diagrams. Using the diagrams as
overlays for houses for instance, one could depict insulation capacities for specific buildings.

While the Landscapelab has focussed mainly on landscape-visualization, future work could
include the attempt for also enabling the visualization of city districts. As cities tend to have more
detailed geodata than rural landscapes, procedural visualization could also be more accurate.
In contrast, the computing process will be more complex and require additional steps.

A further study should test which level of visual fidelity is required in order to achieve the
best orientation and spatial understanding in VRGIS. A possible research setting could look as
follows:

Users would have two minutes to orientate with an HMD in the 3D VE with different levels of
visual fidelity. In next step the users have to find their VE position on a more abstract 2D map.
Furthermore, we want to qualitatively asses the intuitiveness and the chances of the practical
implementations through a field study.

Further implementations should include the possibility to add more assets. Streets, houses
and other infrastructure, as well as being able to alter the land uses for specific areas should
help planners of all subjects to quickly get an impression of their intends. With a future con-
nection to QGIS, changes on a 2D map could be rendered in real time in the VE of the Land-
scapelLab.

In terms of locomotion in VR, research like [77], [94] has proposed concepts for the possibility
of letting users walk perfectly straight in the VE by redirecting them on a circular path in the real
world. Further studies in [95] also included curved paths and the assessment of whether and
how much the virtual path has to be curved compared to the real path. These concepts could
be used for improving intuitive locomotion, especially for amateur users, while also removing
motion sickness problems.
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